
1 
 

 

 

 

 

 

 

 

 

 

 

Process Control 

Fourth Class 

 

Teacher:Suha Mahdi Saleh 

 

Reference 

Process systems analysis and control By 

Coughanowr,D.R. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2 
 

Control System Objectives 

o Economic Incentive 

o Safety 

o Equipment Protection 

o Reduce variability 

o Increase efficiency 

o Ensure the stability of a process 

o Elimination of routine 

DDefinitions: System: It is a combination of components that act together and perform a certain 

objective. 

 Plant: It is the machine of which a particular quantity or condition is to be controlled. 

 Process: Is defined as the changing or refining of raw materials that pass through or remain in a 

liquid, gaseous, or slurry state to create end products. 

 Control: In process industries refers to the regulation of all aspects of the process. Precise control 

of level, pH, oxygen, foam, nutrient, temperature, pressure and flow is important in many process 

applications. Sensor: A measuring instrument, the most common measurements are of flow (F), 

temperature (T), pressure (P), level (L), pH and composition (A, for analyzer). The sensor will 

detect the value of the measured variable as a function of time.  

Set point: The value at which the controlled parameter is to be maintained.  

Controller: A device which receives a measurement of the process variable, compares with a set 

point representing the desired control point, and adjusts its output to minimize the error between the 

measurement and the set point.  

Error Signal: The signal resulting from the difference between the set point reference signal and 

the process variable feedback signal in a controller. 

 Feedback Control: A type of control whereby the controller receives a feedback signal 

representing the condition of the controlled process variable, compares it to the set point, and 

adjusts the controller output accordingly. 

 Steady-State: The condition when all process properties are constant with time, transient 

responses having died out. 
 

Transmitter: A device that converts a process measurement (pressure, flow, level, temperature, 

etc.) into an electrical or pneumatic signal suitable for use by an indicating or control system.  

Controlled variable: Process output which is to be maintained at a desired value by adjustment of 

a process input. 

 Manipulated variable: Process input which is adjusted to maintain the controlled output at set 

point.  

Disturbance: A process input (other than the manipulated parameter) which affects the controlled 

parameter. 

 Process Time Constant(τ): Amount of time counted from the moment the variable starts to 

respond that it takes the process variable to reach 63.2% of its total change.  

Block diagram: It is relationship between the input and the output of the system. It is easier to 

visualize the control system in terms of a block diagram. 

Transfer Function: it is the ratio of the Laplace transform of output (response function) to the 

Laplace transform of the input (driving force) under assumption that all initial conditions are zero 

unless that given another value. e.g. the transfer function of the above block diagram is G (s) = 

Y(s)/X(s)  
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Closed-loop control system: It is a feedback control system which the output signalshas a direct 

effect upon the control action 

Advantage: more accurate than the open-loop control system. 

Disadvantages: (1) Complex and expensive (2) The stability is the major problem in closed-loop 

controlsystem 

 

 

 

 

Open-loop control system: It is a control system in which the output has no effect upon the control 

action. (The output is neither measured nor fed back for comparison with the input). 

 

 

 

 

Advantages: (1) Simple construction and ease of maintenance. (2) Less expensive than closed-loop 

control system. (3) There is no stability problem. 

Disadvantages: (1) Disturbance and change in calibration cause errors; and output may be different 

from what is desired. (2) To maintain the required quality in the output, recalibration is necessary 

from time to time UNoteU: any control system which operates on a time basis is open-loop control 

system, e.g. washing machine, traffic light …etc. 

The transfer function: The dynamic behavior of the system is described by transfer function (T.F) 

T.F=Laplace transform of the output (response)/Laplace transform of the input (forcing function 

disturbance) 
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T.F=G(s)=y(s)/x(s) This definition is applied to linear systems 

Development of T.F for first order system: 

 

 UMercury Thermometer: It is a measuring device used to measure the temperature of a 

stream.Consider a mercury in glass thermometer to be located in a flowing stream of fluid for 

which the temperature x varies with time. The object is to calculate the time variation of the 

thermometer reading y for a particular change of x  

The following assumptions will be used in this analysis:-  

1. All the resistance to heat transfer resides in the film surrounding the bulb (i.e., the resistance 

offered by the glass and mercury is neglected).  

2. All the thermal capacity is in the mercury. Furthermore, at any instant the mercury assumes a 

uniform temperature throughout. 

 3. The glass wall containing the mercury does not expand or contract during the transient response. 

It is assumed that the thermometer is initially at steady state. This means that, before time zero, 

there is no change in temperature with time. At time zero the thermometer will be subjected to 

some change in the surrounding temperature x(t). (i.e at t<0 , x(t)= y(t) =constant there is no change 

in temperature with time). At t=0 there is a change in the surrounding temperature x(t) 

 
 

UUnsteady state energy balance:  

Input-output=accumulation  

Output=0 

Input=hA(x-y) 

Accumulation=d/dt mcp(y-    ) 

hA(x-y)= d/dt mcp(y-    ) 

hA(x-y)= dy/dt mcp …….1 

       

1PstP order differential equation  

UWhere  

A: area of the bulb 
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 Cp: heat capacity of mercury  

m: mass of mercury in the bulb  

t: time 

 h: film heat transfer coefficient h depend on the flow rate and properties of the surrounding fluid 

and the dimension of the bulb. The dynamic behavior must be defined by a deviation variables. 

 At steady state (s.s.) , t<0 , x(t)=constant=x Rs R,R R 

y(t)=constant=yRs R , 

 x(t)=constant=xRs 

accumulation = m Cp dy/dt=0 at steady state 

hA(      =0…….2 

eq 1-eq 2 

hA(x-   -hA(y-  )= dy/dt mcp 

x-  =X, y-  =Y differentiate dy/dt=dY/dt 

hAX-hAY=mcp dY/dt take laplace transformation  

hAX(s)-hAY(s)=mcp s Y(s) 

hAX(s)= Y(s)(mcps+hA) 

G(s)=
      

      
=
    

    
=

  

       
=

 

  
   

  
 
=

 

    
 

Q1 system consist of level tank output flow rate is directly propotional to its level drive transfer 

function relating out put flow rate to input flowrate and also drive transfer function relating its level 

to in put flowrate  

M.B in unsteady state  

   -    =
 

  
 (hA       

M.B at  steady state 

    -   )  =0………………2 

eq1-eq2 
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          -          =
   

  

 

 
   

  =kh   ,           

      =  ,
   

  
  0=

   

  
 

       =   

   

  
=k 

  

  
 

    -    =  
   
  

 
 

 

Take laplace transformation 

  (s)   -   (s)  =  *            +
 
 

 

 

     =0 

  (s)   -   (s)  =      
 

 
   

  (s)=       
 

 
   (s) 

  (s)=   (s)(1+
 

 
   

G(s)=
     

     
=

 

   
 

 
  

   , 
 

 
       

drive transfer function relating its level to input flow rate 

M.B in unsteady state  

   -    =
 

  
 (hA       

M.B at  steady state 
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    -   )  =0………………2 

eq1-eq2 

          -          =
   

  

 

 
   

 

  =kh    ,          

      =  ,
   

  
  0 = 

   

  
 

       =   

   

  
=k

  

  
 

    -    =  
   

  

 

 
 

         =
  

  
    

Take laplace transformation 

               =   (            

           [    ] 

G(s)=
    

      
=

 

[    ]
=
   

   
 

 

 

τ=
 

 
,k=    
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The difference between the transfer function for the non-interacting system, and that for the 

interacting system, is the presence of the cross-product term AR1RRR2R in the coefficient of s. τ1=A1R1 
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Figure: Effect of interaction on step response of two tank system. 

 

 

Q System consist of two identical non interacting level tank that connected in series  output flow 

rate from each tank is directly proportional to square root of its level drive system transfer function 

relating output flow rate to input flow rate 

M.B in unsteady state  

   -    =
 

  
 (hA   

    √   ,  
 =hR 

   -   =
   

 

  
  A   

  -  =2  A  
   

  
 

  

  
-1=2  A 

   

  
……1 

Linerazation 
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Z=       

   

   
+(

 

   
  -

   

   
   ) sub in 1 

   

   
+(

 

   
  -

   

   
   )-1=2  A  

   

  
……..2 

      =   

d         

M.B at steady state  

       =0 

   

   
-1=0….3 

Eq2-eq3 

 

   
  -

   

   
   =2  A  

   

  
 

Take laplace transformation 

 

   
     -

   

   
      =2  A         

 

   
      

   

   
      +2  A         

 

   
             

   

   
    

    ) 

G1(s)=
     

     
=

    
   
   
        

 

   
   

  
       

 

   
 

for the first tank 

K=
   

   
,τ=

       
 

   
 similarity for the second tank 
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G2(s)= 

   
   

  
       

 

   
 
 

G(s)= G1(s). G2(s) 

, G(s)= 

   
   

  
       

 

   
 
 

   
   

  
       

 

   
 

 

Q level tank system of 4    area in which the out let flow rate is proportional to level square root is 

at steady state when    =  =8  /minand h=4 drive system transfer function relating its level to 

input flow rate 

 

M.B in unsteady state  

   -    =
 

  
 (hA       

  =k√ ,h-  =H, 
  

  
  

  

  
 

   -k√   =
 

  
 (hA   

Linearization z  

Z=       

  =k  
   

,    =
 

 
k  

    
  

     k  
   

+
 

 
k  

    
H)= 

  

  
 (A  …..2  

 

M.B at steady state  

       =0 

     k  
   

=0…..3 

 

Eq 2-eq 3 
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(      )  
 

 
k  

    
H=

  

  
  take Laplace transformation 

       
 

 
   

         =  (            

 

      =     (As+
 

 
       ) 

G(s)=
    

      
=

 

   
 

 
   

    =
   

  
 

  
   

    
 
 

K=   ,τ=
 

  
   

    
 ,   =k√ ,k=

  

√ 
,k=

 

 
=4 

τ=
 

   
   

    
=1/4√  
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Q liquid flows continuously through a constant volume vessel  so that input and output flow rate are 

equal an electric heater supplies heating rate to the liquid a-drive transfer function relating outlet 

temp to inlet temp  

b- drive transfer function relating out let temp to mass flow rate  
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a-unsteady state M.B 

mcp(     )-mcp(      +q=
 

  
   cp       )….1 

steady state balance 

mcp(      )-mcp(       +q=0……..2 

eq 1-eq 2 

mcp(      )-mcp(       +q=
   

  
  cp 

         ,       =  , 
   

  
=
   

  
 sub in eq 

mcp  -mcp  +q=
   

  
  cp take Laplace transformation 

mcp     -mcp     =                cp 

mcp     =mcp              cp 

mcp           (mcp+v cp) 

G(s)=
     

     
=

 

    
=

 
 

 
    

 

B-un steady state balance  

mcp(     )-mcp(      +q=
 

  
   cp       )….1 

mcp  -mcp  +q=
   

  
  cp….1 

linerazation 

z=m  ,  =     ,d  =          +    (m-  ) sub in eq 

mcp  -                     +    (m-  )cp ) +q=
   

  
  cp….2 

steady state M.B 

  cp   -  cp   +q=0…..3 
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Eq2 –eq 3 

(m-  )    -          -    (m-  )=v 
   

  
 

M= m-  ,         sub in eq  

M   -    -   M= v 
   

  
 

Take laplace transformation 

M      -       -   M(s)= v       s-       

M       -    =      (v  +1) 

G(s)=
     

    
=
         

      
=

         

  
  

  
   

 

Transfer function for multiple input 

Q  liquid flows continuously through a constant volume vessel  so that input and output flow rate 

are equal an electric heater supplies heating rate to the liquid a-drive transfer function relating outlet 

temp to inlet temp and heating rate 

unsteady state M.B 

mcp(     )-mcp(      +q=
 

  
   cp       )….1 

steady state balance 

mcp(      )-mcp(       +  =0……..2 

eq 1 –eq 2 

mcp(      )-mcp(       +(q-   =
   

  
  cp 

mcp  -mcp   +Q=
   

  
  cp 

mcp     -mcp      +Q(s)=   cp(            ) 

 

     (mcp+   cps)=      mcp+ Q(s) 
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Y(s)=       X(s)=      mcp+ Q(s) 

   (s)=
 

  
  

 
 
(     mcp+ Q(s),G(s)= 

 

  
  

 
 
 if the q is cooling  

mcp(     )-mcp(      -q=
 

  
   cp       )… 

 

 

Ti(s)  

 

Q(s) 

for more complex case drive transfer function relating out put temp  to input temp ,mass flow rate 

and heating rate 

un steady state balance 

mcp(     )-mcp(      +q=
 

  
   cp       )…. 

linerazation 

z=m  ,  =     ,d  =          +    (m-  ) 

z1=m  ,   =     ,d   =          +    (m-  ) 

sub in eq  

                                                       +    (m-

  )cp+q=
    

  
   cp….1 

Steady sate balance 

  cp    -  cp   +   =0…..2 

Eq 1-eq2 

                                        +    (m-  )cp + q=
    

  
   cp 

            -          Mcp+(q-  )=   cp
   

  
 

Take laplace transformation 

mcp 
  𝑚𝑐𝑝
𝑣𝜌
𝑚

𝑠   
 

To(s) 
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                    -             Mcp+Q=   cp       

                                       cps+      

      
 

            
                               

      
    

 
  
  

    
                               

 

 

 

Ti(s)  

  

M(s)   

Q(s) 

 

Home Work 

 Q 1system consist of two identical non interacting level that connected in series out put flow rate 

from each tank is  its level by the equation q=18      drive system transfer function relating its 

level  to input flow rate.Liquid level in each tank 8 m the cross sectional of each tank 12   ,15 

  respectively 

 

Q2 liquid at temperature ti flows in stirred tank cooling tank where its temp where drops to t1by 

means of cooling water in coil with transfer rate q=UA(         e out let flows in the second 

tank where its temp drops to t2 by means of an evaporating refrigeration a coil with transfer rate 

q=       

Q3 water flows into constant –level stirred tank of 50 m3 volume and exit at the same volumetric 

flow rate of 2 m3/min at steady state the tank is fitted with an electric cooler that operate at constant 

rate to cool the water from 40 c to 10 c at steady state drive transfer function relating out let temp to 

volumetric flow rate 

Q4 the second order reaction 2A B is carried out in CSTR find the transfer function relating 

output concentration to input concentration   

mcp 

  𝑚𝑐𝑝
𝑣𝜌
𝑚

𝑠   
 To(s) 

𝑐𝑝 𝑡𝑖𝑠  𝑡𝑜𝑠  
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Q5 Two identical constant level stirred tank reactors are connected in series the reaction taking 

place in each reactor is second order drive the system transfer function relating output reactant 

concentration from second tank to A-input reactant concentration to first reactor 

B-both of input reactant concentration and flow rate to first tank 

Q6 in continuous biochemical reactor  the volumetric reaction rate r=
  

   
 drive the transfer 

function relating out conc to inlet conc. 

 

Response of first order system  

1- Step 

Y(s)=X(s).G(s) 

Y(s)=
 

 
.
 

    
=

  

 

    
 

 
 
=
 

 
 

 

   
 

 
 
,a=Ak 

=a(S+
 

 
 +bs 

a=Ak,Ak+b=0,b=-Ak 

s     a+b 

       
 

 
 

Y(s)=
  

 
 

  

  
 

 

 

Y(s)=Ak(
 

 
-
 

  
 

 

  

Y(t)=Ak(1-  
 

 ) 

To find extreme  

Lim(0)=                  
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Y(∞)=          =       
  

       
=Ak 

For Y(t)=Ak(1-  
 

 ) 

Y(0)=0 and Y(∞)=Ak 
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2-Ramp Response  

Y(s)=X(s).G(s) 

=
 

  
 

 

    
=

  

 

     
 

 
 
=
 

  
 

 

 
 

 

  
 

 

=a(s+
 

 
    (  

 

 
)      

=as+a
 

 
       

 

 
+c   

                 

S           a+
 

 
   

             a
 

 
 

  

 
= a=Ak 

Ak +
 

 
    =0 

B=-Akτ 

-Akτ+c=0 

C=Akτ 

=
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Y(0)=                  
  

        
=0 

Y(∞)=                  
  

        
 ∞ 

Y(s)= 
  

  
 

   

 
 

   

  
 

 

 

Y(t)=Ak*       
 

 + 

Y(0)=0,Y(∞)=∞ 

 

3-impluse 

Y(s)= X(s).G(s) 

Y(S)=A
 

    
=

  

 

  
 

 

=
  

 
  

 

  

To find extrems 

Y(0)=                  
 

    
=s

  

 

  
 

 

 =
  

 
 

Y(0)= 
  

 
 Y(∞)=0 

 

4-sinsoidal response 
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Y(s)=
 

       
 

    
 

=
    

      
 

    
                        

=aτ                    

      aτ+c=0 

S     a+bτ=0 

      b+c  =Akw 

B=Akw-c  =a+(Akw-c   τ=0 

a+Akwτ-cτ  =0 

a= cτ        

(cτ              

 (c                

C(1+            

C=
     

      
 

a=
     

      
 τ  -Akwτ 

a=
     

      
 τ  -

    

      
1+     

a=
     

      
 τ   

       

      
wτ     

a=
     

      
,b=Akw-c   

a+bτ=0,a=-bτ,b=
  

 
,b=

   

      
 

=
(
     

      
)  

   

      

     +

     

      

    
 

Y(s)= 
  

      
*
   

       
 

      
   

    
+ 
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Y(s)= 
  

      
*                    

 

 + 

        ,    √(
  

      
)
 
       (

  

      
)
 
     

r=
  

      
√      =

  

√      
,             

Y(t)= 
  

√      
   [             ] 

X=Asinwt 

Amplitude ratio 

AR=

  

√      

 
 

 

√      
 

 

By comparing Eq. for the input forcing Y(t) function with Eq. for the ultimate periodic response 

X(t), we see that 1. The output is a sine wave with a frequency w equal to that of the input signal. 2. 

The ratio of output amplitude to input amplitude is 11122<τ+w. 3. The output lags behind the input 

by an angle φ. It is clear that lag occurs, for the sign of φ is always negative. 

 >1 phase lag 

 <1 phase load 
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Homework 

Q1 state the Laplace transformation and sketch the input and first order response curve for input 

function given below 

a-negative step of 20 units amplitude. 
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b-sinusoidal of 5 unit amplitude and 5 cycle /freq 

c-ramp at 4 unit/sec delayed by 10 s. 

d-step of 10 unit amplitude for 5 min than 10 units higher 

e-impulse of 20 units amplitude returning to 10 units higher than the steady state . 

Q2 state laplace transform and sketch both in put and first order system 

a-sinusoidal of 8 units amp 4 cyc/sec 

b-ramp at 8 unit delayed by 4 sec  

Q3 state laplace transformation and sketch the curve  

a-negative step of 20 units amp delayed by 10 sec 

b- sinusoidal of 5 units amp and 5 sec period. 

c-ramp at 4 units/sec for 10 sec than remains const at level reached 

d- step of 20 units amplitude for 5min than 10 unit lower than that . 

e-impulse of 20 units amplitude returning to level 10 units lower than the steady state. 

f-negative impulse of 40 units returning to level lower the stady state . 

Q4 state transfer function of the following disturbances and sketch the response first order 

(k=2,τ=10) negative ramp at 10 units for 20 sec then positive ramp at 5 units/sec 

 

Translation of function 

Time Delay The most commonly used model to describe the dynamics of chemical process is 

UFirst-Order Plus Model Delay Model U. By proper choice τRdR , this model can be represent the 

dynamics of many industrial processes. 

• Time delay or dead time between inputs and outputs are very common industrial procsses, 

engineering systems, economical, and biological systems. 

• Transportation and measurement lags, analysis times, computation and communication lags. 

Any delay in measuring, in controller action, in actuator operation, in computer computation, and 

the like, is called transportation delay or dead time, and it always reduces the stability of a system 

and limits the achievable time of the system.  
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The Transportation Lag  

The transportation lag is the delay between the time an input signal is applied to a system and the 

time the system reacts to that input signal. Transportation lags are common in industrial 

applications. They are often called “dead time”. 

 

 

 UDead-Time Approximations:- 

  

 

 

qRiR(t) = Input to dead-time element. qRoR(t) = Output from dead-time element. The simplest dead-time 

approximation can be obtained qraphically or by physical representation. 

 

The accuracy of this approxiamtion depends on the dead time being sufficicently small relative to 

the rate of the change of the slope of q RiR(t). If qRiR(t) were a ramp (constant slope), the approximation 

would be perfect for any value of τRdR. When the slope of qRiR(t) varies rapidly, only smal τRdR’s will give 

a good approximation. If the variation in x(t) were some arbitrary function, as shown in figure 

below, the response y(t) at the end of the pipe would be identical with x(t) but again delayed by t 

 

 

Figure Response of transportation lag to various inputs. 
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G(s)=
   

 

           
  

  ω un damped natural frequency 

ζ  the damping ratio 

   
 

 
 

=
      √  

   
     

 

 
 

For ζ>1 over damped 
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  ζ=1 critically damped 

ζ<1 under damped 

ζ=0 nodamped  

Response of second order 

1- Step change 

X(s)=
 

 
 

Y(s)=
 

           
 

=

 

  

   
  

 
  

 

  

 
 

 
 

=

   

 
 √(

  

 
)
 
 
 

  

 
=
  

 
 √

   

  
 
 

 

 
=
  

 
 

 √    

  
=
  

 
 

√    

 
 

S1=
  

 
 

√    

 
,s2=

  

 
 

√    

 
 

Y(s)=
    

             
 

Y(s)=
 

           
 
 

 
=
  

 
 

      

           
 

          

         2 τ+      ,           τ 

           
      ,          

Y(s)=kA*
 

 
 

       

           
+ 

Y(s)= kA[
 

 
 

   
 

 

(   
 

 
  

 

  
) 

 

  
 
  

  

]=kA[
 

 
 

   
 

 

(  
 

 
)
 
 
    

  

] 

1- For ζ<1 under damped system 
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=kA

[
 
 
 
 
 

 

 
 

   
 

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

==kA

[
 
 
 
 
 

 

 
 

  
 

 
 
 

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

 

==kA

[
 
 
 
 
 

 

 
 

  
 

 

(  
 

 
)
 
 (

√    

 
)

  
 

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

 

==kA

[
 
 
 
 
 

 

 
 

  
 

 

(  
 

 
)
 
 (

√    

 
)

  

 

 
 

 

√    

√    

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

 

Y(t)=kA[   
 (

 

 
) 
   

√    

 
  

 

√    
 
 (

 

 
) 
   

√    

 
] 

Y(t)=KA[   
 (

 

 
) 
(      

 

√    
     )], 

W=
√    

 
 

r=√     =√  (
 

√    
)
 

=√
 

√    
 

 =     
 

 
=     

 
 

√    

=     
√    

 
 

Y(t)=kA[   
 (

 

 
)           ] 
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2- For over damped  

Y(s)=kA

[
 
 
 
 
 

 

 
 

   
 

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

=kA

[
 
 
 
 
 

 

 
 

  
 

 
 
 

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

= 

= kA

[
 
 
 
 
 

 

 
 

  
 

 

(  
 

 
)
 
 (

√    

 
)

  
 

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

 

= kA

[
 
 
 
 
 

 

 
 

  
 

 

(  
 

 
)
 
 (

√    

 
)

  

 

 
 

 

√    

√    

 

(  
 

 
)
 
 (

√    

 
)

 

]
 
 
 
 
 

 

Y(t)=KA[   
 (

 

 
) 
(      

 

√    
     )] 

W=
√    
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Terms Used to Describe an Underdamped System Second order system response for a 

step change 

 

 

Figure (8.3) Terms used to describe an underdamped second-order response. 

 

U1. OvershootU (OS) Overshoot is a measure of how much the response exceeds the ultimate value 

(new steady-state value) following a step change and is expressed as the ratio   𝐵𝐵 in the Fig(8-3). 

OS=exp
   

√    
 

 

U2. Decay ratioU (DR) The decay ratio is defined as the ratio of the sizes of successive peaks and is 

given by 𝐶𝐶   in Fig. (8.3). where C is the height of the second peak 
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DR=exp
    

√    
=      

U3. Rise timeU(tRrR) This is the time required for the response to first reach its ultimate value and is 

labeled in Fig. (8.3).  =
       

√    

 

 
 

U4. Response time This is the time required for the response to come within ±5 percent of its 

ultimate value and remain there. The response time is indicated in Fig. (8.3). U 

5. Period of oscillationU (T) The radian frequency (radians/time) is the coefficient of t in the sine 

term; thus, 

 

T=
    

√    
 

 
U 
 

 

6. Natural period of oscillation 

If the damping is eliminated (ξ=0), the system oscillates continuously without attenuation in 

amplitude. Under these “natural” or undamped condition, the radian frequency is . This frequency is 

referred to as the natural frequency wRnR=
 

 
 

nwThe corresponding natural cyclical frequency fRn Rand period TRn Rare related by the expression:-

  =
 

   
 

 

   
 Thus, τ has the significance of the undamped period. 

U7- Time to First PeakU(tRpR ) : Is the time required for the output to reach its first maximum value. 

  =
 

 
=

  

√    
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Figure(8.4) Characteristics of a 

step response of underdamped second-order system 

 

Notes:for the step response 

1-over damped  

Very slowly rise time so long rise time but long settling time 

2-under damped 

Very long settling time but the rise time is short 

3-un damped 

Very long rise time but there is no settling time 

4-critically damped 

Short rise time short settling time. 

Derivations 

1-over shoot 
wt+ = +nπ 

t=
  

 
 max or min n=1,2,3 

if n=0,2,4,6 min 

if n=1,3,5,7 max 

first max when n=1 

t=
  

 
 

 

 
  

Y(t)=kA[  
 

√    
  

  

        
 

 
   ] 
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Ymax=kA*  
 

√    
 

 
  

√    
        + 

For under damped cos  =-ζ,sin =√     

Tan  =
√    

  
 

Ymax=KA*  
 

√    
 

 
  

√    
√    + 

 

Ymax=KA*   

 
  

√    
+ 

Over shoot=
 

 
 

     

 
 

Over shoot=

  

[
 
 
 
 

   

 
  

√    

]
 
 
 
 

   

  
,over shoot=exp*   

 
  

√    
+ 

2-Decay Ratio 
Decay ratio=

 

 
(the ratio of amount above the ultimate value of two successive peaks), t=

  

 
for n=3 

then t=
  

 
 

First peak at n=1 Ymax=KA*   

 
  

√    
+ 

Second peak n=3 Ymax=KA*   

 
   

√    
+ 

Decay ratio=

  

[
 
 
 
 

   

 
   

√    

]
 
 
 
 

   

  

[
 
 
 
 

   

 
  

√    

]
 
 
 
 

   

=
 

 
   

√    

 

 
  

√    

= 

 
   

√    
=   

    

√    
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U3. Rise timeU (tRrR) It is the time required for the response to first tauch 

the ultimate line. 

Y(t)=kA[  
 

√    
  

  

           ] 

At tr Y(t)=kA 

kA=kA[  
 

√    
  

  

            ] 

0=sin       ,   =
          

 
,    

    

 
=
        

√    

 

 
 

 

   
       

√    

  

 
    for n=1 

4-period of  oscillation 

W=radian frequency =
√    

 
,w=2  ,T=

 

 
 

F= 
√    

   
 

T=
   

√    
 

 

5. Natural period of oscillation (TRnR). The system free of any damping for 

ξ=0,w radian of frequency=
√    

 
,   

 

 
 for ζ=0         ,

 

 
      

   
 

   
 

6-Response time   : The time required for the response to reach (±5%) of its 

ultimate value and remain there. 

7- Time to First Peak (tRpR ) Is the time required for the output to reach its 

first maximum value.t=
  

 
 

First peak is reached when n=1, tRpR=
  

 
 

 

 
=

  

√    
 

3- Impulse Response  

If impulse δ(t) is applied to second order system then transfer response can 

be written 

Y(s)=
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X(s)=A=area  

Y(s)=
 

           
   

Y(s)=
     

    
 

 
  

 

  

=
     

    
 

 
  

 

  
 (

 

 
)
 
 (

 

 
)
 =

     

    
 

 
  (

 

 
)
 
 
 

  
 (

 

 
)
 =

     

(  
 

 
)
 
 
    

  

 

i-ζ>1 

Y(s)= 
  

  

(  
 

 
)
 
 
    

  

=

  

  

(  
 

 
)
 
 (

√    

 
)

 =

  

  
 

√    

√    

 

(  
 

 
)
 
 (

√    

 
)

  

=
  

 √    
  

  

       ,w=
√    

 
 

ii-ζ<1 

y(s)= 
     

(  
 

 
)
 
 
    

  

 

 

=

  

  

(  
 

 
)
 
 (

√    

 
)

 =
  

 √    
  

  

      ,w=
√    

 
 

iii-ζ=1 

Y(s)= 
  

  

(  
 

 
)
 
 
    

  

=

  

  

(  
 

 
)
 
 
   

  

=
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The Control System 
 

UThe control system A liquid stream at a temperature TRiR, enters an insulated, well-stirred tank at 

a constant flow rate w (mass/time). It is desired to maintain (or control) the temperature in the 

tank at TRR Rby means of the controller. If the indicated (measured) tank temperature TRm Rdiffers 

from the desired temperature TRRR, the controller senses the difference or error, E = TRRR- TRm 
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Figure (8.1) Control system for a stirred-tank heater. 

There are two types of the control system:- 

1) Negative feedback control system 

Negative feedback ensures that the difference between TRR Rand TRmR is used to adjust the control 

element so that tendency is to reduce the error. E=T RRR-TRm 

2) Positve feedback control system 

If the signal to the compartos were obtained by adding T RR Rand TRmR we would have a positive 

feedback systems which is inherently unstable. To see that this is true, again assume that be system 

is at steady state and that T=TRRR=TRiR. If TRiR were to increase, T and TRmR would increas which would 

cause the signal from the compartor to increase, with the result that the heat to the system would 

increse. At s.s. T=TRRR=TRin E=TRRR+TRm 

UServo Problem versus Requlator Problem 

 Servo Problem 

There is no change in load TRiR, and that we are interested in changing the bath temperature (change 

in the desired value (set point) with no disturbance load). 

 Requlating problem 

The desired value TRRR is to remain fixed and the purpose of the control system is to maintain the 

controlled variable TRRR in spite of change in load if there is a change in the input variable 

(disturbance load). UControl system elements Control system elements are:- 

1) Process  

2) Measuring element  

3) Controller 

4) Final Control Element 
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TR 

   

 Gc               Gv Gp                          

  

 Tm or Ym 

 

Closed Loop Feedback control 

UMeasuring Element 

 The T.F. of the temperature-measuring element is a first order system 

 

 

controller 

Final control  

element 
process 

load 

Measuring 

device 

T or Y 

Set point 
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Controllers and Final Control Element 
UFinal control Elements: Control valve, Heater, Variec, Motor, pump, damper, louver, …. etc. 

Control valve Control valve that can control the rate of flow of a fluid in proportion to the 

amplitude of a pressure (electrical) signal from the controller. From experiments conducted on 

pneumatic valves, the relationship between flow and valve-top pressure for a linear valve can often 

be represented by a first-order transfer function: Air supply            

 

 

Control valve (Air to close) 

         Air supply                   
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Control valve (Air to open) 

 

 

 

KRvR: steady-state gain i.e., the constant of proportionality between steady-state flow rate and valve-

top pressure. τRvR: time constant of the valve and is very small compared with the time constants of 

other components of the control system. A typical pneumatic valve has a time constant of the order 

of 1 sec. Many industrial processes behave as first-order systems or as a series of first-order 

systems having time constants that may range from a minute to an hour. So the lag of the valve is 

negligible and the T. F. of the valve sometimes is approximated by:   
    

    
 

The time constant of lag valve depends on the size of valve, air supply characteristics, whether a 

valve positioner is used, etc. UControl Action It is the manner, in which the automatic controller 

compares the actual value of the process output with the actual desired value, determines the 

deviations and produce a control signal which will reduce the deviation to zero or to small value. 

UClassification of industrial automatic controller: They are classified according to their control 

action as: 

1) On-off controller 

2) Proportional controller (P) 

3) Integral controller (I) 

4) Proportional plus Integral controller (PI) 

5) Proportional plus Derivative controller (PD) 

6) Proportional plus Integral plus Derivative controller (PID) 

The automatic controller may be classified according to the kind of power employed in the 

operation, such as pneumatic controller, hydraulic controller or electronic controller.  
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Self-operated controller: In this controller the measuring element (sensor) and the actuator in one 

unit. It is widely used for the water and gas pressure control.  

 

 

 

UTypes of Feedback Controllers 1) Proportional controller (P): For a controller with a 

proportional control action, the relationship between the output of the controller, p(t), and the 

actuating error signal (input to controller) is 

pαϵ(t) 

p(t)=                                     

     =
    

    
 

 

Proportional Band (Band Width) Is defined as the error (expressed as a percentage of the range 

of measured variable) required to make the valve from fully close to fully open.P.B=
 

  
    

On-Off Control On-Off control is a special case of proportional control. If the gain K RC Ris made 

Uvery highU, the valve will move from one extreme position to the other if the set point is slightly 

changed. So the valve is either fully open or fully closed (The valve acts like a switch). The P.B. of 

the on-off controller reaches a zero because the gain is very high P.B=0 

2) Propertional-Integral controller (PI): This mode of control is described by the relationship 
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P(t)=      +
 

  
∫          
 

 
 

P(t)-         +
 

  
∫
       

 
 

P=       +
 

  
∫
       

 
 

p(s)=       +
 

  

    

 
, 

   
    

    
,       

  

   
,         

 

   
  

 

 

 

3) Proportional-derivative control (PD): 

P(t)=           
     

  
    

p(t)-              
     

  
 

p(t)-ps=            
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p(s)=                 ,    
    

    
                    

 

KRCR: gain τRD R: Derivative time (rate time) 

 

 

4) Proportional-Integral-Derivative (PID) controller 

P(t)=       
 

  
∫        
 

 
    

     

  
    

P(t)-         +
 

  
∫
       

 
+    

     

  
 

P=       +
 

  
∫
       

 
+    

     

  
 

p(s)=       +
 

  

    

 
          ,  

   
    

    
    

  

   
      =     
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MUMotivation for Addition of Integral and Derivative Control Modes The value of the controlled 

variable is seen to rise at time zero owing to the disturbance. With no control, this variable 

continues to rise to a new steady-state value. 

 With control, after some time the control system begins to take action to try to maintain the 

controlled variable close to the value that existed before the disturbance occurred. 

 With proportional action only, the control system is able to arrest the rise of the controlled 

variable and ultimately bring it to rest at a new steady-state value. The difference between this new 

steady-state value and the original value (the set point, in this case) is called offset. 

 The addition of integral action eliminates the offset; the controlled variable ultimately returns to 

the original value. This advantage of integral action is balanced by the disadvantage of a more 

oscillatory behavior. 

 The addition of derivative action to the PI action gives a definite improvement in the response. 

The rise of the controlled variable is arrested more quickly, and it is returned rapidly to the original 

value with little or no oscillation. 

 

Figure: Response of a typical control system showing the effects of various modes of control 

UExample:U A unit-step change in error is introduced into a PID controller. If KRcR = 10, τRIR = 1, and τRDR = 

0.5, plot the response of the controller, m(t).  

USolution: The equation of PID controller is  
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   (  

 

   
    )      

 

 

 

jjjj jjj jjjUE(s)=
 

 
,P(s)=

  

 
(1+

 

 
       

  

 
 

  

  
   

m(t)=10+10t+5δ(t) 

 

 

 

 

 

 UExample:U Consider the 1PstP order T. F. of the process with control valve 

 
 

 

If we assume no interaction; The T. F. from P(s) to Y(s) is 
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Example: a pneumatic PI controller has an output pressure of 10 psi when the set point and pen 

point are togather. The set point is suddenly displaced by 1.0 in (i.e a step change in error is 

introduced) and the follwing data are obtained. 

Time (s) 0 0  20 60 80 

Psi         10 8 7   5  3.5 

Determine the actual gain (psi/inch displacement) and the integral time 

P=      +
 

  
∫          
 

 
 

p-         +
 

  
∫
       

 
 

p(t)=       +
 

  
∫
       

 
 

p(s)=       +
 

  

    

 
, 

   
    

    
,       

  

   
,         

 

   
  

     

  
  
 

   

     
 
 

  
  

     x2=40 sec 
U 
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ExampleU: (A) a unit-step change in error is introduced into a pid controller, if K RcR=10 , τRIR=1 and 

τRDR=0.5 plot the response of the controller P(t). (B) if the error changed with a ratio of 0.5 in/min 

plot the response of p(t). 

a-p=       
 

  
∫        
 

 
    

     

  
    

p-         +
 

  
∫
       

 
+    

     

  
 

p(t)=       +
 

  
∫
       

 
+    

     

  
 

p(s)=       +
 

  

    

 
          ,  

   
    

    
    

  

   
      =     

 

   
      

P(t)=10+10t 

 

 

b-E=0.5t,
  

  
     ∫       ∫

     
 

p(t)=10x0.5t+10∫      +10x0.5x0.5=2.5+5t+2.5    
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Types of control proplems:  

1) Servo systems: The distubance does not change (i.e. 0=(s)d) while the set point undergoes 

change. The feedback controller act in such away as to keep y close to the changing    spy. The T.F. 

of closed loop system of  this type is 

:  

3) Regulated systems: In these systems the set point (desired value) is constant (0=(s)ysp) and the 

change occurring in the load. The T.F. of closed loop control system of this type is: 
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The feedback controller tries to eliminate the impact of the load change d to keep y at the desired 

setpoint. 

Effect of controllers on the response of a controlled process: U(1) Effect of 

Propertional Control The general T.F of the closed loop controller is: 
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The close-loop response has the following characteristics:- 

1- It remains first order with respect to load and set point change 

2- The time constant has been reduced (Ppττ<) which mean that the closed-loop response has 

become faster than the open loop response, to change in set point or load. 

3- The static gain have been decreased. 

Disadvantage of Proportional control Consider a servo problem with a unit step in the set point 
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Eqn. (**) indicates an important effect of the integral control action:- 
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1- It increases the order of the dynamic for the closed-loop reponse. 

Thus for a first-order uncontrolled process, the response of the closed-loop becomes second order. 

2- Increase CK decreases ψ∴more oscillatory 

4- To examine the effect of integral on s.s error 

 

1- The derivative control does not change the order of the reponse. 

2- The effective time constant of the closed-loop response )KK(pCppDτττ>+This means that the 

response of the controlled process is slower than that of the original first-order process and as 

cKincrease the response become slower. 

UEffect of Composite Control Action U1- Effect of PI control Combination of propertional and 

integral control modes lead to the follwing effects on the response of closed-loop system. 

1- The order of the response inceases ( effect of I mode). 

2- The offset is eliminated (effect of I mode). 

3- As KRcR increses, the response becomes fater ( effect of P and I modes) and more oscillatory to set 

point changes [ovesrshoot and decay ratio increase (effet of I mode)]. 

Large value of KRcR create a very sensitive response and may lead to instability. 

4- AsIτdecreases, for constant KRcR, the reponse become faster but more oscillatory with higher 

overshoot and decay ratio (effect of I mode). 

U2- Effect of PID control To increase the speed of the closed loop response, increase the value of 

the controller gain KRcR. But increasing enough KRcR in order to have acceptable speed, the response 

become more oscillatory and may lead to unstability. The introduction of the derivative mode 

brings a stability effect to the system. Thus to achive 

1- Acceptable response speed by selecting an appropriate value for the gain KRcR. 

2- While maintaining moderate overshoot and decay ratios. 

3-  
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Example: Consider the figure below, a unit step change in load enters at either location 1 or 

location 2. 

What is the offset when the load enters at location 1 and when it enters at location 2 
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Offset= 0 - 0.0.091= -0.091 
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UExampleU A PD controller is used in a control system having a first order process as shown. For 

Servo problem a-find expression for ψ and τ for the closed loop response. b-if τR1R=1 , τRmR=10 sec . 

Find KRcR so that ψ=0.7 for two cases (1) τRDR=0 ,(2) τRDR=3 sec. 

c- Calculate the offset in both cases. 
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Overall transfer function of a closed- loop control system 
The transfer function of a block diagram is defined as the output divided by its input when 

represented in the Laplace domain with ze ro initial conditions. The transfer function G(s) of the 

block diagram shown in fig   
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The overall transfer function then is simply the product of individual transfer functions. 

For applications where it is required to generate a signal which is the sum of two signals we define 

a summer or summing junction as shown in Fig. (3a). If the difference is required, then we define a 

subtractor as shown in Fig. (3b). Subtractors are often called error detecting devices since the 

output signal is the difference between two signals of which one is usually a reference signal. 
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In summary, we observe that for cascaded elements the overall transfer function is equal to the 

product of the transfer function of each element, whereas the overall transfer function for parallel 

elements is equal to the sum of the individual transfer function. 

 EExample: Derive the overall transfer function for the control system shown in Fig. 
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UBlock Diagram Reduction 

When the block diagram representation gets complicated, it is advisable to reduce the diagram to a 

simpler and more manageable form prior to obtaining the overall transfer function. We shall 

consider only a few rules for block diagram reduction. We have already two rules, viz. Cascading 

and parallel connection. Consider the problem of moving the starting point of a signal shown in Fig. 

(6a) from behind to the front of G(s). since B(s)=R(s) and R(s)=C(s)/G(s), then B(s)=C(s)/G(s). 

therefore if the takeoff point is in front of G(s), then the signal must go through a transfer function 

1/G(s) to yield B(s) as shown in Fig. (7b). 



78 
 

 

 

 



79 
 

 

 

 



81 
 

 

 

 

 

 



81 
 

 

  



82 
 

 

Homework 

Q1  

 

 

 

 

 

 

 

  

Gc 
Gv 

K U 

Gp 

Gm 

R  + 

B  - 

Drive transfer function from the diagram below 

a-for change in load u 

b- for change in set point 

Q Drive transfer function from the diagram below 

a-for change in load u1 

b- for change in load u2 

c- for change in set point 

Gc 

R 

B 

E 
P 

Gv 
Gp 

 

K1 K2 

Gp2 

Gm 
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Q 3 Drive transfer function from the diagram below 

a-for change in load u 

b- for change in set point 

  
 

R  + 

  

B - 

E 

Gc 

P 
Gv 

M 
Gp2 

C 

Gp1 

U 

Gm 
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Q4 state transfer function 

 

  

 

GT GF Gv Gp 

T 

Gmf 

Gmt 

Gi 
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Q5 Sketch the block diagram and drive the feedback loop over all transfer function both with 

respect to set point change and process load change for each the following feed back control 

schemes  

A-proptional-integral-derivative controller azero-order valve two first order process system 

in series with different gains and identical time constant and first order measuring element with 

transport lag giving a negative feed back signal  

B-proptional –derivative controller  whose outputs acts as asset point on an inner loop atrue 

second order process and zero-order measuring element giving a negative feed back signal 

The inner loop containing proptional and first order valve and system contain three first order 

system with first order measuring elements giving negative sgin. 

Q6 determine the transfer function 

    

  

 

  

 

X 
Ga 

A 
B 

Gb 

C D 

Gc 

Y 

 

X + 

_ 

+ 

+ 

 

𝑇𝑠   
    

𝑇 𝑠
   

 

Y 
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Repeat Q2 B-sketch the control loop block diagram for controlling t2 with control load MR the 

controller is proportional and the measuring element is first order with transport lag. 

Repeat Q5 determine the parameter condition for the overall reaction system and the damping mode  

 Repeat Q6 determine the parameter condition for the overall reaction system and the damping 

mode  
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unstable. Then for stability the roots of characteristic equation must have negative  

real parts. 
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Examine the elements of the first column of the array ao, a1, A1, B1,C1……….W1 

a) If any of these elements is negative, we have at least one root on the right of the imaginary axis 

and the system is unstable. 

b) The number of sign changes in the elements of the first column is equal to the number of root to 

the right of the imaginary axis. 

∴The system is stable if all the elements in the first column of the array are positive 
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 sP2P      1       5  

                   sP1                                             P -6       0  

                  sP0P        5  

The system is unstable. 
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Since Kc>0 ∴The system will be stable If 10-Kc>0 
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Example: Designers have developed small, fast, vertical-take off fighter aircraft that are invisible 

to radar. This aircraft concept uses quickly turning jet nozzles to steer the airplane. The control 

system for the heading or direction control is shown in figure. Determine the maximum gain of the 

system for stable operation. 
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Frequency Response Analysis 
It is how the output response (amplitude, phase shift) change with the frequency of the input 

sinusoidal. The input frequency is varied, and the output characteristics are computed or 

represented as a function of the frequency. Frequency response analysis provides useful insights 

into stability and performance characteristics of the control system. Figure below shows the 

hypothetical experiment that is conducted. 
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 3) The output wave lags behind (phase lag) the input wave by an angle φ>, which is a 

function of the frequency ω(see eq.(5)). 

Input = A sin (ωt)φ 
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 ϕ is + or – ve depending on the values of τRDR, τRIR and ω 

Bode Diagrams 
The bode diagrams consist of a pair of plots showing: 1. How the logarithm of the amplitude ratio 

varies with frequency. 2. How the phase shift varies with frequency. 
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Figure: Block diagram for second-order system 
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Note that when the reflux is adjusted in ratio with the distillate, the distillate stream can be used to 

control the reflux drum level even as it may be a trickle compared to the reflux rate. 
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